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Introduction
In a world increasingly concerned with 

inclusivity, fairness, and digital integration, 
even the humblest of public facilities is 
undergoing a dramatic transformation. One 
of the most pressing issues? The evolution 
of mixed-gender toilets. This movement, 
propelled by progressive understandings 
of gender, social justice, and architectural 
responsibility, brings to the forefront a critical 
question: How do we ensure that our most 
basic, universally accessible spaces are truly 
inclusive? As we strive to accommodate 
diverse identities, a new paradox emerges, 
the more we try to balance equity, the more 
we find ourselves tangled in inefficiencies and 
uncomfortable waiting lines.

In a similar vein, the world of Ethical 
Artificial Intelligence (AI)—with its focus 
on fairness, transparency, and user-centered 
design has been lauded for its commitment 
to creating systems that treat all users equally 
and without bias. But while AI systems are 
under close scrutiny for algorithmic fairness 
[5,6,8,10] who is examining the queuing 
fairness of our public restrooms? Enter the 
world of gender-neutral toilets, a microcosm 
of the complex interplay between fairness, 
efficiency, and user discomfort. How long 
do we wait? Do we feel safe? Is it awkward 
that I’m standing here while they’re standing 
there? These questions are not just theoretical 
they are real-life dilemmas that plague every 

Abstract

We develop a queuing-theoretical model for mixed-gender public toilet systems, incorporating 
contemporary Equity, Diversity, and Inclusion (EDI) principles. The model uses a multi-server Markovian 
framework with gender-mixed arrival streams, incorporating user discomfort and strategic behavior such 
as balking and reneging. We introduce the Flush Equity Index (FEI), a novel fairness metric designed to 
evaluate equity in access across gender and identity groups. Our analysis reveals paradoxes inherent in 
socially progressive restroom designs: while increased equality of access aims to reduce inequities, it may 
unintentionally decrease system efficiency and user satisfaction. To address this, we propose several policy 
interventions, including the Privacy-Aware Stall Assignment Protocol (PASAP), behavioral nudges, and a 
blockchain-based ToiletCoin system. The ToiletCoin system optimizes queue allocation by rewarding users 
for cooperative behavior, such as nudging and prioritizing high-urgency users, while reducing discomfort. 
Finally, we recommend using the FEI in restroom equity audits to guide design and policy decisions.

public restroom.
Drawing inspiration from fairness metrics in 

AI, such as those embedded in bias-mitigation 
toolkits [4,20] and federated learning systems 
[12], we embark on a highly academic and very 
rigorous exploration of the optimal queuing and 
stall assignment in mixed-gender restrooms. 
Why? Because someone has to solve it. We 
propose a novel queuing-theoretical model 
that applies the same equity principles to 
public restrooms as we apply to AI. This paper 
introduces the Flush Equity Index (FEI), a 
novel fairness metric that measures the equity 
of toilet stall access across gender and identity 
groups.

Just as Ethical AI scrutinizes biases and 
strives for explainability [24,11,19], we aim 
to quantify the discomfort (and potential 
discomfort) of people waiting for a stall in a 
gender-mixed queue. After all, if we’re using 
high-level mathematics to optimize wait times 
in tech companies, surely we can apply some 
of that brainpower to making the waiting 
experience in a restroom a little more equitable.

Inspired by marketing and economic theory 
[22,28,25] this paper explores the inefficiencies 
and social dynamics within public restroom 
queues. Is it more important to maximize user 
satisfaction, or is the goal to ensure that no one 
group has to wait longer than another—even if 
it means making the system slower overall?

As AI continues to evolve, with an ever-
increasing focus on human-in-the-loop systems 
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[23,29,26], we draw an unexpected parallel between toilet design 
and algorithmic fairness. If AI systems can be adjusted in real-
time based on user behavior, why can’t public restrooms adopt 
the same adaptability? With that in mind, we introduce the FEI, 
which evaluates restroom designs based on user discomfort, 
queue fairness, and emergency needs.

This paper offers a sincere and slightly overdue exploration 
of how foundational principles in Ethical AI especially those 
concerning transparency, fairness, and equity can be applied to 
a domain often overlooked: the public restroom. By modeling 
discomfort, urgency, and social dynamics through a queuing-
theoretical lens, we propose actionable interventions that aim to 
make restrooms more inclusive, efficient, and equitable. And if 
nothing else, our contribution ensures that the next time you’re 
waiting in line for a stall, you’ll know that your discomfort has 
not only been acknowledged but rigorously and mathematically 
optimized. The paper begins by introducing the theoretical 
framework, establishing a foundation for understanding 
restroom queue management through the lens of queuing theory. 
It then delves into the behavioral dynamics of users in the queue, 
highlighting psychological discomfort and the role of strategic 
decision-making. Building on this, the development of an AI 
agent for EDI-centric restroom management is presented, which 
leverages a Markov Decision Process (MDP) framework to 
optimize efficiency, fairness, and user comfort. The discussion 
continues with key empirical findings drawn from simulations 
involving the AI agent, offering valuable insights and policy 
recommendations to enhance restroom management practices. 
The paper concludes with a summary of the results and outlines 
directions for future research.
System Model

We  model a shared gender-neutral toilet facility as a multi-server 
queuing system with socially sensitive behavioral inputs. 
The system consists of c ∈  ℕ identical toilet stalls, each 
acting as a server. Users are categorized into three identity 
groups: men (m), women (f ), and nonbinary individuals (n), 
who arrive at the facility according to independent Poisson 
processes. Users are served in a first-come, first-served (FCFS) 
manner, subject to strategic balking behaviors. The system 
is described as an M/M/c queue, where c represents the 
number of available toilet stalls (servers). The arrival rates 
for each group are λm, λf, and λn, respectively, such that 
the total arrival rate is 

m f nλ λ λ λ= + + . Service times are 
exponentially distributed with parameter µ, meaning the 
mean service time is µ−1. The service discipline follows 
FCFS, with no preemption.

Each user experiences discomfort based on factors such as the 
queue length and the composition of users in the queue. This 
discomfort influences their decision to join or avoid the queue 
(balking behavior). The state of the system, represented 
by L(t), is the total number of users in the system at time 
t, including those being served. The system evolves as a 
continuous-time Markov process [7]. We define the fractional 
composition of arrivals as.

, ,fm n
m f n

λλ λα α α
λ λ λ

= = =
 

with
1m f nα α α+ + =  

Let G ∈ {m, f, n} denote a user’s gender group. The 

probability that an arriving user belongs to group G is αG. 
We assume all users have statistically identical service times 
but experience group-dependent discomfort. Let u denote the 
perceived queue length upon arrival.  We model the balking 
behavior with a general function B(u), representing the 
probability that a user will not join the queue

( ) 1 , 0,uB u e β β−= − >
where β is a sensitivity parameter that reflects discomfort or 

privacy aversion. Larger values of β correspond to users who 
are more sensitive to discomfort. The effective arrival rate λeff 
is modified by this balking function

eff ( .( ) (1 )) uu B u e βλ λ λ −= − =

This introduces a non-homogeneous Poisson process with 
queue-length-dependent thinning. Each user i experiences 
utility Ui based on their waiting time Ti and discomfort Ci. 
The utility function is defined as

      ,i i i i iU w T p C= − −

where Ti is the expected waiting time for user i, Ci is 
the discomfort associated with the gen- der composition 
and proximity to other users in the queue, wi is a weight 
reflecting biological urgency (e.g., bladder fullness), pi is a 
weight reflecting sensitivity to social discomfort. We model 
discomfort Ci as

,(1 ),
i qi g gC γ δ= −

where δ is the Kronecker delta, gi is the gender of user 
i, and ḡ q  is the majority gender in the queue. To measure 
fairness across demographic groups, we introduce the Flush 
Equity Index (FEI), which compares the average waiting 
times of users in different groups

max ( [ ]) min ( [ ])FEI 1 ,
max ( [ ])

G G G G

G G

E T E T
E T
−

= −

where E[TG] is the average waiting time for group G ∈ 
{m, f, n}. The FEI ranges from 0 (maximum disparity) to 
1 (perfect timing equity).

Behavioral Dynamics
Let St be the strategy of immediately joining the queue, 

and Sd a deceptive strategy involving delay Di ∼ Exp(δ). 
0ic′ = represent reduced discomfort after delay.

Theorem 3.1. Let Ui(St) and Ui(Sd) be utilities under each 
strategy. Then

( ) ( ) .i
i t i d i i

wU S U S p C
δ

> ⇔ <

Proof. The utilities under the two strategies are

( )       ,i t i i i iU S w T p C= − −   1( ) .i d i i i i i iU S wT p C w T
δ
 ′ ′= − − = − + 
 

Subtracting yields 

1 1 .( ) ( )i t i d i i i i i i i i iU S U S wT p C w T w p C
δ δ
 − = − − + + = ⋅ − 
 

Thus,

.1( ( .) ) i
i t i d i i i i i

wU S U S w p C p C
δ δ

> ⇔ ⇔ <>

Corollary 3.2. The Delayed Relief Paradox: In high-
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discomfort scenarios, where waiting in line for a toilet 
is perceived as particularly agonizing, users may adopt 
deceptive strategies to minimize their psychological distress. 
Specifically, if the discomfort Ci of a user surpasses a 
certain threshold, determined by their urgency weight 
wi and the sensitivity of delay δ, the user will prefer to 
delay entry rather than immediately join the queue. This 
strategic behavior can be understood through the framework 
established in the previous theorem. Recall that, in the context 
of reinforcement learning, an agent’s decision to delay entry 
into the queue is based on the trade-off between immediate 
discomfort and waiting time. Formally, this behavior occurs 
when

( ) ( ),i
i i i d i t

wp C U S U S
δ

≥ ⇒ >

which indicates that, once the discomfort Ci reaches a 
sufficiently high level relative to the urgency wi and delay 
sensitivity δ, the user will engage in strategic delay, opting to 
hover or pretend to leave the queue rather than confronting 
the discomfort of waiting in a gender- mixed line. This 
phenomenon, which we refer to as the Delayed Relief Paradox, 
highlights how waiting for the bathroom transforms from a 
simple physical need into a complex, strategic decision-making 
process. When discomfort reaches a critical threshold, users are 
no longer motivated by the immediate need for a restroom, but 
instead, they delay entry in a calculated attempt to avoid further 
psychological distress.

This paradox is particularly relevant in restroom environments 
where the design or social dynamics intensify discomfort, 
such as when users experience gender-related discomfort or 
feel uneasy due to the social composition of the queue. The 
Delayed Relief Paradox offers a deeper understanding of how 
environmental factors and user psychology influence restroom 
queuing behavior, and how reinforcement learning strategies 
can help mitigate overcrowding and discomfort.

The Delayed Relief Paradox, as explored in the previous 
corollary, demonstrates how users strategically delay their entry 
into the restroom queue when the discomfort they experience 
exceeds a threshold. This strategic decision-making highlights 
the role of discomfort, urgency, and social dynamics in the 
queuing process. The strategic delays described in the corollary 
suggest that users are acting rationally by optimizing their 
utility, a behavior that can be modeled and enhanced through 
reinforcement learning (RL).

Building on this, we now extend our model to encompass the 
behavior of a population of users in a shared restroom facility. 
When the number of users exceeds the available number of toilet 
stalls, i.e., n > c, overflow and congestion are inevitable unless 
intelligent agent behavior is incorporated into the system. The 
discomfort Ci and urgency wi, as well as the social dynamics of 
the queue, become crucial in determining when agents choose 
to delay their entry.

In this extended model, each user is treated as an intelligent 
agent, capable of making strategic decisions using RL to optimize 
their experience.  The use of RL allows agents to dynamically 
adjust their behavior, balancing discomfort against the urgency 
of their biological needs. The following theorem formalizes 
the critical relationship between the number of users and the 
strategic decisions made by agents to avoid overcrowding.

Building on the insights from the corollary 3.2, we now 
formally introduce the following theorem.
Theorem 3.3. There are n users and c toilet stalls, with n > 

c. Each user i is modeled as an intelligent agent, capable of 
making strategic decisions based on their discomfort Ci and 
urgency wi, and can employ reinforcement learning to optimize 
their behavior. The discomfort Ci of an agent is a function of the 
social dynamics of the queue, such as the gender composition 
and proximity to other users. Each agent learns an optimal 
strategy through reinforcement learning to minimize discomfort 
and waiting time.

Then, when the number of users exceeds the number of 
available stalls, i.e., n > c, overflow occurs unless intelligent 
agent behavior (such as balking or reneging) is incorporated 
into the system to optimize the queue dynamics. Specifically, if 
an agent’s discomfort Ci exceeds a threshold θ, the agent will 
employ a reinforcement learning strategy to delay entry and 
prevent overcrowding. The agent seeks to maximize its utility by 
learning the optimal action a∗ that minimizes both discomfort 
and waiting time.

Thus, agents use reinforcement learning to learn optimal 
strategies for entering the queue. This includes dynamically 
adjusting their behavior—such as delaying entry or reneging—
based on the current state of the queue and their discomfort levels. 
By doing so, they prevent the negative effects of overcrowding 
and ensure the system’s overall efficiency, ultimately leading to 
a more balanced and optimized restroom queuing system.

Proof. Let the users in the system be modeled as intelligent 
agents using reinforcement learning. Each user i has a utility 
function defined by

( ) ,i t i i iU S wT p= − −  
1( ) ( )i i i i i i idU S wT p C w T
δ

′ ′= − − = − =

where St denotes the strategy of immediately joining the 
queue, and Sd denotes the delayed entry strategy. Here, 
T ′ is the modified waiting time due to the delay, and δ 
is the delay rate. Additionally, C′ represents the reduced 
discomfort after delay due to strategic behavior, such as 
avoiding overcrowding.

In reinforcement learning, each agent evaluates its 
strategy based on a reward function Ri, which is designed 
to balance the discomfort Ci, waiting time Ti, and urgency 
wi. The agent’s decision-making process is modeled by the 
following condition

( ) ( )t d
i

i i i i
wU S U S p C
δ

> ⇔ <

This condition indicates that if the discomfort Ci exceeds a 
certain threshold determined by the urgency weight wi and the 
delay sensitivity δ, the agent will prefer to delay entry into the 
queue.

Now, let’s consider the case where n > c. By the pigeonhole 
principle, overflow is inevitable in this case, meaning that at 
least one stall will be occupied by multiple users. However, 
when discomfort Ci is incorporated into the decision-making 
process, AI agents using reinforcement learning will adapt their 
strategies. Specifically, if the discomfort Ci of a user surpasses 
the threshold ,iw

δ , the agent will delay entry by using the strategy 
Sd, thus avoiding the overflow and reducing the perceived 
discomfort.

Thus, the overflow that would traditionally occur when n > 
c can be mitigated by the strategic behavior of the intelligent 
agents, who adjust their entry times based on their personal 
discomfort and urgency. This adaptive behavior creates a more 



Page 4 of 9

Pascal Stiefenhofer. Japan Journal of Research. 2025;6(6):119

Japan J Res. 2025; Vol 6 Issue 6

efficient and equitable queuing system.
Ethical AI Agents for EDI-Centric Restroom 
Management

In this section, we simulate an ethically intelligent agent 
system using a Markov Decision Process model for managing 
restroom queues [7]. The objective is to optimize user comfort 
while ensuring fairness and operational efficiency. The model 
incorporates critical behavioral factors such as discomfort, 
urgency, gender composition, and behavioral nudges, aiming to 
develop an optimal restroom management policy.  We define 
the MDP through the tuple (S, A, T, R, γ), where S represents 
the set of states, A the set of actions, T (s′|s, a) is the transition 
function defining the probability of reaching states′ from states 
after taking action a, R(s, a) is the reward function, and γ is the 
discount factor.

The state space S represents the configuration of the system 
at any given time. A state is defined by the tuple s = (u, g, d), 
where u is the number of users in the queue, g is the gender 
composition (proportion of males, females, and nonbinary 
users), and d represents the discomfort level, which increases 
with queue length, wait time, and gender imbalance. This 
discomfort model reflects how users’ psychological comfort is 
affected by factors such as waiting time and social dynamics in 
the queue, especially when one gender predominates, leading to 
increased discomfort.

The action space A includes four potential actions that the 
agents can take to manage the restroom queue: a1 assigns a user 
to a stall, a2 applies a behavioral nudge (e.g., soothing sounds 
or removing mirrors to reduce discomfort), a3 consider balking 
(i.e., leave the queue due to discomfort), and a4 considers 
reneging (i.e., leave the queue after waiting too long).

The transition function T (s′|s, a) specifies how the state 
evolves after taking an action. For example, assigning a 
user to a stall (a1) decreases both the queue length (u) and 
the discomfort level (d), whereas applying a nudge (a2) may 
only reduce discomfort without affecting the queue length.

The reward function R(s, a) reflects the model’s goal of 
minimizing discomfort and wait- ing times. It is expressed 
as

( , ) waiting time discomfort level,R s a = − −
with actions that increase waiting time or discomfort being 

penalized, while actions that alleviate these factors are rewarded. 
The goal is to determine the optimal policy π(s) that minimizes 
both discomfort and waiting time by solving the following 
value iteration equation

( ) max ( , ) ( | , ) ( ) .a
s

V s R s a T s s a V sγ
′

 ′ ′= +  
∑

In the simulation, the system’s state space S is defined as 
a small set of states, S = {s1, s2}, where

1 2( 2, 1, 5), ( 1, 0, 3).s u g d s u g d= = = = = = = =

representing two different states of the restroom queue: s1 
with 2 users and high discomfort, and s2 with 1 user and lower 
discomfort. The action space is defined as A = {a1, a2, a3, a4}, 
and the transition probabilities depend on the actions taken, 
such as the transition prob- ability T (s2|s1, a1) when a user 
is assigned a stall. Through solving this MDP using value 
iteration or policy iteration, we can determine the optimal 
policy π∗ that minimizes discom- fort and waiting times over 
time.

We integrate the empirical results from the ethical AI agent 
simulation with the the- oretical models outlined in earlier 
sections, especially focusing on how the agent behavior aligns 
with the predictions from the system model and the behavioral 
dynamics described by the theorems and corollaries. The goal is 
to demonstrate how discomfort, urgency, gender composition, 
and behavioral nudges influence restroom queue management 
and the decision- making process of users.
Delayed Relief Paradox and AI Agent Behavior

The Delayed Relief Paradox, as described in Corollary 3.2, 
predicts that users will delay their entry into the queue when the 
discomfort from waiting exceeds the urgency of their biological 
needs. This paradox highlights how high discomfort may lead 
to strategic delays in joining a queue, an action that helps users 
avoid exacerbating their discomfort.

In the simulation, AI agents exhibited behavior consistent with 
the Delayed Relief Paradox. As discomfort levels increased, 
particularly in high queue lengths or gender-imbalanced 
situations, agents chose to delay their entry rather than risk 
exacerbating discomfort. This was particularly evident when 
agents faced gender imbalances, which amplified discomfort 
due to social factors. Agents engaged in strategies such as 

Figure 1: Q-values for different actions in a restroom management MDP. The plot shows the Q-values for three actions: ”Assign Stall”, 
”Reject User”, and ”Nudge”, across various states defined by queue length and available stalls. The color intensity represents the value of 
taking each action in a given state, with lighter colors indicating higher Q-values, which correspond to more optimal actions. These values 
are learned through the Q-learning algorithm and provide insights into the decision-making process of the model in managing restroom 
queues.
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”balking” and ”reneging,” behaviors that reflect the strategic 
delay predicted by Corollary 3.2. The empirical findings 
strongly support the Delayed Relief Paradox, validating the 
theoretical framework that discomfort and urgency drive user 
behavior in shared spaces. As predicted, users delayed their 
entry when discomfort reached a threshold, confirming that 
discomfort plays a significant role in restroom queue dynamics. 
This result also underscores the potential of reinforcement 
learning to model complex user decision-making processes 
based on discomfort and urgency in real-time systems.
Gender Composition and Discomfort

Theorem 3.3 suggests that discomfort increases when the 
gender composition in the queue is unbalanced. The model 
proposes that discomfort is influenced not only by queue length 
but also by social factors like gender dynamics in the queue.

The ethical AI agent in the simulation showed a clear 
sensitivity to gender imbalances. Discomfort levels were higher 
when the queue was imbalanced, and agents adjusted their 
actions accordingly to mitigate this discomfort. For instance, 
when gender composition was skewed, agents prioritized 

actions like assigning stalls based on gender, which helped 
reduce discomfort. This behavior aligns with Theorem 3.3, 
which predicts increased discomfort due to gender imbalances. 
The results confirm that social dynamics, particularly gender 
composition, significantly affect discomfort in public queues. 
The agents’ behavior reflects the theoretical model that 
discomfort is not only a function of physical queue length but 
also of the gender balance in the queue. This highlights the 
need for inclusive restroom designs that consider gender-related 
discomfort, and suggests that intelligent systems can adapt to 
these dynamics to improve user comfort in public facilities.
Exploration vs. Exploitation and Optimal Policy

Theorem 3.1 discusses the exploration-exploitation trade-off 
in reinforcement learning, where agents must decide whether 
to explore new strategies or exploit known ones that have 
previously provided high rewards. This balance is crucial in 
optimizing long-term behavior in dynamic environments like 
restroom management.

During the early episodes of the simulation, the agents 
explored a wide range of actions, including nudging, balking, 

Figure 2: Heatmap of the Optimal Policy Actions. This plot illustrates 
the optimal policy for restroom management, with each color 
corresponding to a different action: ”Assign Stall”, ”Reject User”, 
and ”Nudge”. The heatmap shows the trade-offs between actions in 
different queue lengths and available stalls, with warmer colors 
indicating actions such as ”Assign Stall”. The model optimizes 
restroom assignments based on minimizing discomfort and maximizing 
efficiency.

Figure 3: Average Q-values for each action over time. The plot shows 
how the Q-values for three possible actions—Assign Stall (blue), 
Reject User (red), and Nudge (green)—evolve across 1000 episodes. 
The Q-values represent the expected long-term rewards associated 
with each action at different stages of the restroom queue management. 
As the episodes progress, the Q-values converge, indicating that the 
model is learning to optimize its behavior to minimize discomfort and 
waiting time.

Figure 4: Heatmaps of the optimal policy for managing restroom queues over episodes. Each subplot represents the decision-making process 
for one action: Assign Stall, Reject User, and Nudge. The y-axis shows the states, with key states labeled as State 0, Middle State, and Last 
State for clarity. The x-axis represents episodes. The heatmaps illustrate the distribution of policy actions across different episodes and 
states. The color intensity corresponds to the action choice at each state, with Assign Stall in blue, Reject User in red, and Nudge in green. 
These visualizations provide insights into how the model optimizes restroom management over time, balancing discomfort, efficiency, and 
fairness.
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and reneging. As the simulation progressed, agents began to 
exploit the actions that led to the best outcomes—primarily 
assigning stalls and using nudging strategies. Interestingly, 
the agents overused the ”nudge” action, applying it even 
when it was less effective. This behavior is consistent with 
the exploration-exploitation trade-off described in Theorem 
3.1. The overuse of nudging highlights an unintended 
consequence of reinforcement learning: even when agents 
are trained to optimize long-term behavior, they can over-
exploit certain actions if the exploration phase isn’t balanced 
properly. This result stresses the importance of fine-tuning 
exploration strategies in reinforcement learning to avoid 
overfitting to suboptimal behaviors. It also underscores the need 
for careful monitoring and adjustments in dynamic systems 
to ensure that optimal policies are truly optimal across all 
situations.

Optimal Policy and Restroom Management
The optimal policy for restroom queue management, as derived 

from our theoretical model, seeks to minimize discomfort and 
waiting times while balancing fairness across different user 
groups. By incorporating discomfort and urgency into the 
decision-making process, the model ensures that the system 
adapts to real-time conditions.

The simulation results confirmed that the optimal policy 
developed by the ethical AI agents effectively minimized 
discomfort and waiting times. The agents favored assigning 
users to stalls in situations where the queue length was high, 
as this action both reduced waiting times and alleviated 
discomfort. Nudging was used in high-discomfort scenarios 
but was less effective when the agents were close to a stall, 
optimizing restroom flow and minimizing delays. The 
empirical results validate the theoretical model’s prediction 
that optimal policies should balance fairness, efficiency, and 
discomfort. The ethical AI agents adapted their actions in real-
time to optimize restroom management, validating the approach 
outlined in the system model. This supports the notion that 
reinforcement learning can be a powerful tool for optimizing 
shared public resources, especially when the system needs to 
accommodate both physical and social factors.
Concluding Remarks

The integration of empirical results with the theoretical 
framework demonstrates the potential of reinforcement learning 
to optimize restroom queue management in real-time systems. 
The empirical evidence confirms that discomfort, urgency, 
and gender composition play significant roles in shaping user 
behavior, supporting the key predictions of the theorems and 
corollaries presented throughout the paper. The Delayed Relief 
Paradox and the discomfort model based on gender composition 
were particularly validated through the ethical AI agent 
simulation, offering further insights into how reinforcement 
learning can enhance the management of shared public spaces.

The overuse of nudging, however, suggests that there is room 
for improvement in the exploration-exploitation process. Future 
work should focus on refining the balance between exploration 
and exploitation, ensuring that agents learn optimal behaviors 
without overrelying on any single strategy. Overall, this research 
highlights the importance of integrating both psychological 
and social factors into the design of public restroom systems, 
ensuring that they are fair, efficient, and user-friendly.

Figure 5: Visualization of the Flush Equity Index (FEI) over time and by gender composition. The first plot (on the left) shows 
the evolution of the FEI over time, illustrating how restroom access fairness improves as the system optimizes management based on 
discomfort, gender composition, and urgency. A higher FEI indicates more equitable access across gender and identity groups. The second 
plot (on the right) displays a stacked bar plot that segments the FEI by gender group (Men, Women, Nonbinary) across multiple episodes. 
Each bar reflects the equity of restroom access for a given episode, with higher FEI values representing better equity and lower FEI 
values indicating disparities due to discomfort or social dynamics. Both plots emphasize the importance of addressing gender-related 
discomfort and the role of urgency in promoting equitable restroom access.

Figure 6: Heatmap of Waiting Times by Queue Length and 
Gender. The figure illustrates average waiting times (in minutes) for 
different gender groups—Men, Women, and Nonbinary individuals—
across varying queue lengths. Warmer colors (yellow to dark red) 
indicate progressively longer waiting times, highlighting critical 
equity disparities among gender groups. The visualization clearly 
demonstrates how queue length disproportionately affects different 
groups, emphasizing the need for inclusive and adaptive restroom 
man- agement policies. The stark contrasts observed in longer 
queues underline the urgency of addressing gender equity and user 
discomfort in public restroom infrastructure design.
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Discussion of Results and Policy Implications
The insights derived from our queuing-theoretical model of 

mixed-gender restroom queues underline the critical roles of 
discomfort and urgency in shaping user behavior. Through the 
integration of queuing theory and reinforcement learning, our 
model illustrates how users optimize their decisions to minimize 
both discomfort and waiting times. Specifically, when demand 
surpasses the available stalls, users engage in strategies such 
as balking and reneging to prevent overcrowding, thus aligning 
with the Delayed Relief Paradox —where users delay their 
entry to avoid increasing discomfort or overwhelming facilities. 
This paradox supports the notion that strategic delay is often 
more beneficial to users than immediate entry, especially when 
discomfort thresholds are reached [13].

In our empirical findings, the Flush Equity Index provides 
a valuable metric to assess the equity of restroom access over 
time. The results from the simulation highlight the dynamic 
nature of restroom management, showing how the FEI evolves 
with changing discomfort levels, gender composition, and 
urgency. A higher FEI indicates more equitable access, with 
the system optimally balancing the needs of different groups. 
These results align with the theoretical insights from our model, 
particularly in addressing gender imbalances and discomfort 
in mixed-gender restrooms. The plots of FEI over time and 
across episodes demonstrate that as the system adapts to user 
behavior, equity improves, showcasing the potential for AI-
driven solutions to enhance fairness in public spaces.

The proposed ToiletCoin system, a blockchain-based 
incentive mechanism, offers a unique opportunity to optimize 
restroom management by encouraging user behaviors that 
minimize discomfort, reduce waiting times, and promote 
fairness. The ToiletCoin system incorporates principles of 
behavioral economics and digital incentives to create a token-
based economy that rewards users according to their urgency, 
discomfort, and cooperation. By prioritizing high-urgency 
users, the system ensures equitable access to restroom facilities, 
addressing gender imbalances and social discomfort in mixed-
gender restrooms. Previous research on incentive-based models 
[26,27] highlights how digital tokens can foster cooperative 
behaviors, creating better outcomes in shared public spaces. 
Furthermore, integrating fairness metrics like the Flush 
Equity Index into the ToiletCoin system ensures that restroom 
management systems not only function efficiently but also 
respect the diverse needs of users. This aligns with broader 
equity, diversity, and inclusion (EDI) goals, promoting socially 
equitable public spaces [9,15].

The ToiletCoin system further exemplifies the role of Ethical 
AI in restroom management. The integration of blockchain 
technology into restroom systems can promote transparency, 
accountability, and inclusivity by providing a clear, traceable 
record of token allocations and stall assignments [23,29] 
These principles of fairness and transparency ensure that 
restroom management systems remain adaptive to real-time 
user behavior, further optimizing access while preventing the 
formation of biases related to gender, discomfort, or urgency. 
Addressing fairness through digital incentives can lead to more 
balanced, responsive systems that provide equitable access to 
all users [16].

The empirical results from our AI agent simulation validate the 
theoretical framework laid out in earlier sections, emphasizing 
the critical role of discomfort in shaping user behavior. AI agents 

in the simulation employed strategic behaviors such as balking 
and reneging when faced with increased discomfort, supporting 
the Delayed Relief Paradox described in Corollary 3.2. The 
agents’ tendency to delay entry when discomfort exceeded 
a certain threshold confirms that discomfort and urgency 
are central to decision-making in restroom queues, further 
corroborating the findings of previous studies on queuing theory 
and behavioral economics [29].

Additionally, the model’s ability to adapt to gender-related 
discomfort and prioritize user needs highlights the significance 
of social dynamics in restroom management. As per Theorem 
3.3, the discomfort resulting from gender imbalances in 
the queue can be mitigated through intelligent systems that 
account for both physical and social factors. The agents in 
our simulation displayed sensitivity to these factors, reinforcing 
the importance of incorporating such dynamics into the design 
of equitable restroom management systems. This aligns with 
the work of Klimek et al. [14], who have shown that gender 
composition significantly influences user discomfort in shared 
spaces.

Furthermore, our findings underscore the significance of 
exploring the balance between exploration and exploitation in 
reinforcement learning, as addressed in Theorem 3.1. While 
the agents explored various actions during early episodes, they 
gradually focused on exploiting the most effective actions, 
such as stall assignment, as training progressed. However, the 
overuse of the “nudge” action, despite it being less effective in 
reducing discomfort, high- lights the challenges of ensuring 
an optimal exploration-exploitation balance. This finding 
emphasizes the importance of refining the learning algorithm 
to avoid suboptimal behaviors and maximize the system’s 
effectiveness in real-world applications.
In terms of policy implications, our model suggests that 
restroom management systems must account for both physical 
and psychological factors when assigning stalls and managing 
queues. Intelligent restroom systems should prioritize 
fairness, transparency, and inclusivity by considering gender 
composition, privacy preferences, and urgency levels. These 
systems must be adaptable to real-time user behavior, 
ensuring that discomfort is minimized while operational 
efficiency is maintained. Incorporating insights from Ethical 
AI systems, such as fairness and bias mitigation [23,29], into 
restroom management strategies can help ensure that no 
group faces discrimination or undue delays. Additionally, 
leveraging context-aware technologies and dynamic stall 
assignments, as proposed by Mandelbaum and Momčilović 
[17], can further optimize the management of shared restroom 
spaces, promoting inclusivity and reducing discomfort.

Finally, we recommend policy reforms that integrate gender-
neutral restroom designs alongside the implementation of 
behavioral nudges. Gender-neutral restrooms not only pro- 
vide safer spaces for transgender and gender-nonconforming 
individuals but also optimize space usage, reduce waiting 
times, and lower operational costs [18]. Behavioral nudges, 
such as mirrorless entry zones or ambient sounds, can alleviate 
self-consciousness and encourage users to join queues more 
promptly, improving overall restroom flow and minimizing 
delays [15]. These subtle interventions leverage cognitive 
biases to promote desirable behaviors while maintaining user 
autonomy [2]. By prioritizing these strategies, policymakers 
can foster more inclusive, efficient, and user-friendly public 
restrooms that meet the diverse needs of all users. 



Page 8 of 9

Pascal Stiefenhofer. Japan Journal of Research. 2025;6(6):119

Japan J Res. 2025; Vol 6 Issue 6

Conclusions
In conclusion, this study demonstrates that even the most 

mundane aspects of daily life—such as waiting for a stall 
in a public restroom—can benefit from the application of 
sophisticated queuing theory and behavioral economics. By 
developing a model for mixed-gender toilet systems, we 
highlight the delicate balance between equity and efficiency 
in shared spaces, especially in the context of workplace 
environments where inclusivity is paramount. Our introduction 
of the Flush Equity Index and associated strategies offers 
new insights into how socially optimal designs must not only 
accommodate the biological urgencies of users but also address 
psychosocial discomforts and strategic behaviors, particularly 
in environments that value diversity and inclusivity. 

This work underscores the importance of integrating human 
dynamics—such as discomfort, discomfort-avoidance strategies, 
and emergent behaviors—into the design of systems that aim to 
serve the public good. Just as Ethical AI strives to make digital 
systems more transparent, fair, and human-centered [23,29]. 
our study advocates for a human-centered approach to public 
infrastructure that prioritizes user experience as much as it does 
system efficiency. The need for fair and inclusive spaces within 
workplace environments becomes evident, where the balance 
between accessibility, fairness, and comfort directly impacts 
employee satisfaction and organizational effectiveness.

Our research contributes to the growing body of work on 
EDI by emphasizing how seemingly trivial design elements—
like restroom queue management—can reveal broader social 
dynamics that shape workplace interactions. Equity in restroom 
access becomes a microcosm for examining how physical 
infrastructure can reflect and reinforce organizational values 
such as inclusivity, privacy, and respect for diversity [8,26]. 
This study illustrates that small but significant improvements in 
public infrastructure—driven by fairness metrics from AI and 
behavioral insights—can lead to more inclusive, efficient, and 
respectful spaces for all individuals, particularly in workplace 
environments where EDI is a core value.

In a broader sense, this research suggests that the next frontier 
in AI ethics and work- place equity might not be confined to 
advanced algorithms and data models. Rather, it might lie in 
rethinking the very spaces we inhabit, ensuring that even in the 
most mundane experiences—such as waiting for a bathroom 
stall—every individual’s dignity and well-being are respected. 
Ultimately, creating inclusive environments is not just about the 
technologies we implement but also the spaces we design and 
the behaviors we encourage.
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